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Abstract

Spatially-resolved genomic technologies have shown promise for studying the relationship between the structural arrangement of cells and their functional behavior. While numerous sequencing and imaging platforms exist for performing spatial transcriptomics and spatial proteomics profiling, these experiments remain expensive and labor-intensive. Thus, when performing spatial genomics experiments using multiple tissue slices, there is a need to select the tissue cross sections that will be maximally informative for the purposes of the experiment. In this work, we formalize the problem of experimental design for spatial genomics experiments, which we generalize into a problem class that we call \textit{structured batch experimental design}. We propose approaches for optimizing these designs in two types of spatial genomics studies: one in which the goal is to construct a spatially-resolved genomic atlas of a tissue and another in which the goal is to localize a region of interest in a tissue, such as a tumor. We demonstrate the utility of these optimal designs, where each slice is a two-dimensional plane, on several spatial genomics datasets.

1 Introduction

Spatially-resolved genomic assays present an opportunity to study the physical organization of cells, and how cell phenotype varies across space (Moses and Pachter, 2022). These assays have been used to study a variety of biological tissues and organs, such as brain (Lein et al., 2007; Zhang et al., 2021), liver (Saviano et al., 2020), heart (Mantri et al., 2021), and various tumors (Smith and Hodges, 2019).

However, spatial genomics experiments are costly in terms of financial, labor, and material resources. Ideally, an experiment studying a particular tissue type would collect genomic data—gene expression, protein expression, etc.—from the entire spatial domain of the tissue of interest. However, cost-constrained scientists are typically forced to select only a small fraction of the tissue to profile—the field of view. A common approach is to identify an anatomical region within the tissue of interest and take one or multiple parallel cross-section slices of the tissue in the region of interest. This approach is attractive for its simplicity in collecting the slices and for its adherence to orthodox slicing strategies (i.e., slicing along primary anatomical axes, such as coronal or sagittal axes).

Despite its attractive properties, this data collection approach may not provide the most informative data. In particular, adjacent, parallel cross-sections may contain largely redundant information that could be imputed from more distant, potentially non-parallel slices. Thus, there is a
need for a systematic approach to designing spatial genomics experiments—in particular, optimizing the choice of which tissue cross-sections to collect—such that the experiments are maximally informative within the experimenter’s cost constraints.

Here, we propose a statistical approach to optimizing experimental design for spatial genomics studies. Specifically, we focus on the problem of choosing which cross-sections of a tissue will yield a maximally informative experiment when these sections are profiled with a spatial genomics assay. Our proposed approach relies on fundamental concepts in Bayesian optimal experimental design (BOED) (Chaloner and Verdinelli, 1995). For a given statistical model of the data, our method finds the slice that is expected to provide the maximum amount of additional information about the tissue of interest. Our framework allows for designing experiments with a variety of experimental goals and can be adapted to the experimenter’s preferred statistical modeling approach. We demonstrate our approach through two different applications: building a tissue atlas and localizing a tissue region containing a tumor.

1.1 Related work

1.1.1 Optimal experimental design

The literature on optimizing and automating experimental design has a long history (Russell, 1926; Fisher, 1926; Lindley, 1956; Box, 1980).

Optimal design first arose in the frequentist literature, and specifically in the setting of linear models (see Steinberg and Hunter, 1984 for an early review). Frequentist approaches to experimental design start by positing an optimality criterion, which is defined by a loss functional. Let $X$ be an $n \times p$ design matrix where the experimenter is tasked with choosing $n$ designs from a design space $X \subset \mathbb{R}^p$. A design $X^*$ is optimal with respect to a criterion with loss functional $L : X \rightarrow \mathbb{R}$ if it satisfies $X^* = \arg\min_{X \in X} L(X)$. Several criteria have been proposed, such as $D$-optimality, where $L(X) = \det((X^\top X)^{-1})$; $A$-optimality, where $L(X) = \text{tr}((X^\top X)^{-1})$; and $E$-optimality, which maximizes the top eigenvalue of $(X^\top X)^{-1}$.

Bayesian optimal experimental design (BOED) (Chaloner and Verdinelli, 1995) extends experimental design to the setting of Bayesian inference, where the model parameter $\theta$ is assumed to be random and drawn from a prior distribution $\pi(\theta)$, and each observation $y$ is drawn from a likelihood model $p(y|\theta, x)$. Given a vector of $n$ observations $y \in \mathbb{R}^n$, standard Bayesian inference proceeds by computing the posterior distribution, $p(\theta|y)$. Similar to the frequentist approach to experimental design, BOED techniques seek designs $X$ that are expected to improve statistical inference in some way. However, unlike the frequentist setting that optimize a functional of a frequentist estimator, BOED approaches seek to improve the posterior according to some criterion. One of the most popular criteria is the expected information gain (EIG), which is defined as the expected difference in entropy between the prior and posterior:

$$
\text{EIG}(X) = \mathbb{E}_y [H[p(\theta)] - H[p(\theta|X, y)]],
$$

where $H[p(\omega)] = -\int_{\Omega} p(\omega) \log p(\omega) d\omega$ is the differential entropy of a density function $p(\omega)$. A design that maximizes the EIG is also sometimes called Bayesian $D$-optimal because, in the case of a linear model, maximizing the EIG is equivalent to finding a $D$-optimal design. The EIG can also be written in terms of predictive distributions in place of posterior distributions (see Appendix A.1.1 for a derivation):

$$
\text{EIG}(X) = \mathbb{E}_\theta [H[p(y|X)] - H[p(y|\theta, X)]].
$$

Depending on the setting, one form of the EIG can be easier to work with than the other. For
complex statistical models, computing the posterior and predictive distributions analytically is impossible, therefore making the EIG computationally intractable as well. Recently, approximate inference methods for BOED have been proposed that ease the computational burden (Foster et al., 2019, 2020, 2021). However, these approaches come at the expense of an exact solution.

1.1.2 Experimental design for genomics studies

In genomics, automating experimental design has become of special interest in recent years due to the rising cost and complexity of experimental protocols. Several statistical approaches have been proposed for designing single-cell sequencing experiments (Svensson et al., 2017; Camerlenghi et al., 2020; Schmid et al., 2020; Masoero et al., 2022).

In the field of spatial genomics, a technique was recently developed for determining the appropriate experimental parameters to achieve a desirable level of statistical power (Baker et al., 2022). Despite these advancements, there remains a lack of methods for optimizing the physical locations of a tissue to profile.

2 Notation and problem statement

We now formalize the problem studied in this paper. We consider a spatial genomics dataset consisting of pairs \((x, y)\), where \(x \in \mathcal{X}\) is a spatial location, \(\mathcal{X} \subset \mathbb{R}^3\) is the spatial domain of the tissue (we are assuming it is three dimensional), and \(y\) is a \(p\)-dimensional outcome at this location (e.g., a vector of gene expression, protein expression, or another univariate or multivariate phenotype at this location). We denote a dataset of \(n\) such pairs as \(\{(x_i, y_i)\}_{i=1}^n\). In matrix form, we define \(X_t\) and \(Y_t\) to be the \(n \times 3\) and \(n \times p\) matrices whose \(i\)th rows are the \(x_i\) and \(y_i\), respectively.

Suppose the goal of an experiment is to profile the phenotype of a tissue, organ, or entire organism whose cells lie in the spatial domain \(\mathcal{X}\). Spatially-resolved genomic data is typically collected from slices of the tissue. Each slice is a two-dimensional cross-section of \(\mathcal{X}\). Let \(P\) represent a plane intersecting the tissue; the specific parameterization for the plane is not critical. The set of points on a cross section defined by \(P\) is given by \(\mathcal{X} \cap P\). In practice, tissue sections have nonzero width, meaning that points nearby a cross section’s plane will also be observed. For a slice with half-width \(\delta\), we denote the set of points observed by a cross section defined by plane \(P\) as \(\mathcal{X}_P\); these are the spatial locations within a Euclidean distance of \(\delta\) to the plane \(P\).

We consider the class of iterative experimental strategies, where spatial genomics readouts are collected in \(T\) sequential batches, and each batch is a single experiment that collects data from one tissue slice. When planning batch \(t \in [T]\), our goal is to select a cross section defined by \(P_t\) that maximizes the expected utility gained from performing that experiment. Let \(\mathcal{P}\) denote the set of candidate planes, and let \(\theta \in \Theta\) be a set of unknown model parameters. Throughout this paper, \(\mathcal{P}\) will constitute our design space, or the set of designs to be chosen from. We define \(U: \mathcal{P} \times \Theta \times \mathcal{Y} \rightarrow \mathbb{R}\) to be a utility function that, intuitively, measures the goodness of an experiment and its expected observations. We discuss the choice of the utility function in the next section. On the first batch, the optimal slice is given by

\[
P_1^* = \arg\max_{P} \mathbb{E}_{\theta, Y_1} [U(P, \theta, Y_1)],
\]

where \(Y_1\) is the set of outcomes observed on the first iteration. The maximizer for batches \(t > 1\) is similar but also relies on the data collected up to that point to inform the design of the current
batch. For $t > 1$ the solution is

$$P_t^* = \arg\max_P \mathbb{E}_{\theta, Y_t} [U(P, \theta, Y_{1:t-1}, Y_t)],$$

where $Y_t$ are the outcomes observed on iteration $t$ and $Y_{1:t} = \{Y_1, \ldots, Y_t\}$.

An important aspect of this design problem—and one that makes it unique from related experimental design problems—is its highly structured design space. Specifically, while other design problems allow the experimentalist to freely choose one or multiple designs (unique values of $x$) on each iteration, the spatial slicing problem requires that the spatial locations be situated on the same plane. We refer to this general problem class as \textit{structured batch experimental design}, which encompasses experimental settings where multiple samples are collected in a constrained manner on each iteration. In our case, the samples are constrained to lie on a plane. Other fields in which structured batch experimental design might appear are tomography (Buzug 2011) and pathology (Kierszenbaum and Tres 2015).

3 Methods

We now describe our approach to the spatial experimental design problem. We consider two possible experimental goals:

1. Building a spatially-resolved genomic atlas for a tissue or organ;
2. Localizing a tissue region of interest, such as a tumor or anatomical region.

For each of these applications, we formalize the experimental goal, and we propose a statistical model and utility function that reflect the associated goal. We then propose an optimization scheme to iteratively find the sample cross section with maximum expected utility.

3.1 Atlas building objective

A long-term goal in genomics and biology is to build a comprehensive characterization of all cell types in the human body. This is commonly referred to as an \textit{atlas}, which draws an analogy with a “map” of cells’ physical organization and phenotypes (Quake 2022). In its ideal form, a comprehensive atlas would allow researchers to query the atlas using a spatial location or region of interest, and the query would return a detailed description of the phenotype, including cell types and cell states.

Atlases for a set of human and mouse tissue types have been constructed using various data modalities, such as \textit{in situ} hybridization, single-cell RNA-sequencing, histology, and spatial gene expression (Lein et al. 2007; Sunkin et al. 2012; Rozenblatt-Rosen et al. 2017; Quake 2022; Shekhar and Sanes 2021). However, comprehensive atlases using the most modern spatial gene expression profiling methods have yet to be established.

Here, we consider the problem of efficiently constructing an atlas using spatial genomics technologies. We first formalize the problem of building a spatially-resolved atlas and then discuss our proposed approach. For simplicity, we first consider a noisy univariate phenotype $y$ (e.g., the expression level of one gene) and move to multivariate phenotypes later. Suppose $y$ follows a spatial process defined on the domain $\mathcal{X} \subset \mathbb{R}^3$. Consider the following model:

$$y = f(x) + \epsilon, \quad f \sim \text{GP}(0, k(\cdot, \cdot)), \quad \epsilon \sim N(0, \tau^2),$$

(3)
where \( f \) has a Gaussian process prior with mean zero and covariance function \( k(\cdot, \cdot) \), and \( \epsilon \) is Gaussian noise with variance \( \tau^2 \). Under this model, the unknown function \( f(\cdot) \) provides a full description of the spatially-resolved atlas for phenotype \( y \). In particular, given spatial location \( x \), the function evaluation \( f(x) \) tells us the (noiseless) value of \( y \) at that location. Thus, the statistical goal in atlas-building is to infer \( f(x) \) for every location \( x \) within the 3D domain. We take a Bayesian approach to this problem, where estimating the function \( f(\cdot) \) amounts to computing the posterior distribution for \( f \) given the collected data,

\[
p(f|(\{x_i, y_i\}_{i=1}^n)) = \frac{p(\{\{x_i, y_i\}_{i=1}^n|f(p(f))}{p(\{x_i, y_i\}_{i=1}^n)}.
\]

Our experimental design objective is then to choose tissue slices that are expected to maximally “improve” this posterior distribution in some way. We discuss metrics to quantify this improvement next.

### 3.1.1 Atlas construction via information gain

Since our ultimate goal in the atlas-building objective is to infer the unobserved function \( f \), we choose a utility function that rewards experimental designs that offer more information about \( f \). The information gain (IG) is a utility function defined as the difference in entropy between the prior and the posterior distributions. Under our atlas model, the IG of taking a slice defined by plane \( P_t \) and observing outcome \( Y_t \) is \( \text{IG}(Y_t, P_t) = H[p(f|Y_{1:t-1})] - H[p(f|Y_{1:t}, P_t)] \), where \( H[\cdot] \) is the differential entropy functional. Because \( Y_t \) is not observed before conducting experiment \( t \), we cannot directly optimize the IG with respect to \( P_t \). Thus, we take the expectation of the IG with respect to \( Y_t \), which is a quantity known as the expected information gain (EIG). The EIG of design \( P_t \) is given by

\[
\text{EIG}(P_t) = \mathbb{E}_{Y_t|f} [\log p(Y_t|D_{t-1}, P_t) - \log p(Y_t|f, D_{t-1}, P_t)],
\]

where \( D_{t-1} := \{(X_{1:t-1}, Y_{1:t-1})\} \) represents the data observed through experimental iterations \( 1, \ldots, 1 - t \), and \( X_{1:t} \) and \( Y_{1:t} \) are the spatial locations and associated outcomes, respectively. We then maximize the EIG (Equation 4) with respect to \( P_t \).

Under our GP regression atlas model (Equation 3), the EIG can be computed analytically. Let \( X_t \) be the set of spatial locations captured on the cross section defined by plane \( P_t \). The EIG for \( P_t \) is

\[
\text{EIG}(P_t) = \frac{1}{2} \log \det \left( \frac{1}{\tau^2} \widehat{\Sigma}(X_t) + I \right),
\]

where the predictive covariance \( \widehat{\Sigma}(X_t) \) of the GP at locations \( X_t \) is given by

\[
\widehat{\Sigma}(X_t) = K_{XX_t} - K_{XX_t} (K_{X_{1:t-1}X_{1:t-1}} + \tau^2 I)^{-1} K_{X_{1:t-1}X_t},
\]

and we use the notation \( K_{XX'} \) to denote the matrix of covariance function evaluations whose \( ij \)-th element is \( [K_{XX'}]_{ij} = k(x_i, x'_j) \). See Appendix A.1.2 for a more detailed derivation of these quantities. Our optimization problem under the atlas-building objective is to maximize the EIG with respect to \( P_t \).
3.1.2 Maximizing information gain to find the optimal cross section

Our goal is to find the set of points in a tissue that maximize the EIG (Equation 5). However, because we are constrained to collect two-dimensional cross sections of a tissue, rather than any arbitrary subset of spatial locations, we must constrain each candidate design’s spatial locations $X$ to lie on a plane.

This is equivalent to choosing a plane $P_t$ representing a two-dimensional cross-section of the slice collected at time $t$. Although there are an infinite number of potential cross sections, we simplify the optimization problem by discretizing the space of cross sections. Specifically, we create a design space with $D$ cross sections, where $D$ can be chosen depending on computational resources and required precision. The optimization problem then reduces to maximizing over a discrete set, which in this setting is typically a tractable problem.

Because slices consist of entire cross sections of the tissue, each slice creates a new, disjoint tissue fragment. At the start of iteration $t$, we will have taken $t-1$ slices, so the tissue will be split into $t$ disjoint fragments. We account for this by considering the candidate cross sections in each fragment separately. Let $X^t$ be the set of spatial locations corresponding to tissue fragment $t$, and let $P^t$ be the set of planes intersecting $X^t$. Note that, by definition, for all $t$ it must hold that

$$X_1 \equiv X, \quad \bigcup_{i=1}^{t} X^i = X, \quad \text{and} \quad \bigcap_{i=1}^{t} X^i = \emptyset.$$  

The optimization problem on iteration $t$ is then to find the slice that maximizes the EIG for the current set of tissue fragments: $P^*_t = \text{argmax}_{P \in \{P_i\}_{i=1}^t} \text{EIG}(P)$.

3.2 Localizing a tissue region of interest

Next, we consider an experimental design setting in which there is a particular region of space within $X$ whose borders we would like to identify. For example, we may be studying a biopsy sample from a tumor tissue, and we would like to identify the border between the tumor and healthy tissue using as few slices as possible. This localization problem is a common goal in cancer pathology (Yoosuf et al., 2020).

For simplicity, assume that we can label each spatial location as being on the interior of the region of interest ($y = 1$) or the exterior of the region of interest ($y = 0$) after we have collected data for that location. On experimental iteration $t$, we collect data from a cross section of the tissue defined by $P_t$, where the data are made up of the spatial locations $X_t \in \mathbb{R}^{n_t \times 3}$ and the interior/exterior labels for those locations $y_t \in \{0,1\}^{n_t}$, where $n_t$ is the number of points observed after taking slice $P_t$.

**Bounding box model** Consider a logistic regression model where the area of interest is modeled with an axis-aligned rectangular bounding box. Assume a spatially-varying Bernoulli likelihood, $y \sim \text{Bern}(g(x))$, where $g(\cdot)$ is a link function mapping the spatial coordinates to the bounding box probability model. For the axis-aligned bounding box, we can parameterize $g(\cdot)$ as follows:

$$g(x) = \prod_{d=1}^{3} \left[ \frac{1 + \exp\{- (x^\top e_d + c_d + a_d)\}}{1 + \exp\{x^\top e_d + c_d - a_d\}} \right]^{-1},$$

where $c, a \in \mathbb{R}^3$ are parameters controlling the center and width of the box, respectively, and $e_d$ is the $d$th axis-aligned unit vector of length 3. Isotropic Gaussian priors can be used, i.e.,
a, c ∼ N(0, I). This model, which is a generalization of a logistic regression model, captures the borders of the region of interest through the parameters θ = {c, a}. Thus, the posterior after iteration t is p(θ|X_{1:t}, y_{1:t}). Recall that \( D_{t-1} := \{(X_{1:t-1}, y_{1:t-1})\} \) represents the data observed through experimental iterations 1, . . . , t − 1. The expected information gain for a slice through plane \( P_t \) is

\[
EIG(P_t) = \mathbb{E}_{\theta|y_t,D_{t-1},x_t}[H[p(\theta|D_{t-1})] - H[p(\theta|D_{t-1},P_t,y_t)]].
\]  

In order to select the slices to identify the borders of the region of interest representing the tumor, we maximize the EIG with respect to \( P_t \).

**Spherical and elliptical border model**  We can parameterize the border of a region of interest using shapes other than a rectangle. For example, we can use a circular bounding area instead. Recall that the equation for the points in \( X \) contained within a ball with center \( c \) and radius \( r \) is given by \( \{x \in X : \|x - c\|_2 \leq r\} \). A viable statistical model is then

\[
y \sim \text{Bern}(g(x)), \quad g(x) = (1 + \exp\{\|x - c\|_2 - r\})^{-1}, \quad c \sim \pi_c, \quad r \sim \pi_r,
\]

where \( \pi_c \) and \( \pi_r \) are prior distributions for the center and radius, respectively.

The spherical border model can also be generalized to an elliptical border. Recall that an ellipsoid can be written as a linear transformation of a sphere. The points contained inside the ellipsoid are \( \{x \in X : \|Ax - c\|_2^2 = r^2\} \), where \( A \in \mathbb{R}^{3 \times 3} \). These options for border-finding extend our experimental design approach.

### 3.2.1 Inference

Under any of these border-finding models, our goal is to find the design that maximizes the EIG (Equation 4). For most modeling settings, there are three intractable quantities in the expression for EIG: the posterior \( p(\theta|D_{1:t-1}) \), the entropy of the posterior, and the outer expectation over the data.

We use a two-step approximation for these intractable quantities. First, while designing iteration \( t \), we compute an approximation to the posterior \( p(\theta|D_{1:t-1}) \) using variational inference. We denote this approximation as \( q_{t-1}(\theta) \) (see Appendix A.1.3 for details). Second, we use this approximate posterior to estimate the EIG using a nested Monte Carlo (NMC) sampling approach (Rainforth et al., 2018).

We briefly review the NMC estimator to solve this problem. Expanding the EIG expression, we see that it contains a nested integral:

\[
EIG(P_t) = \mathbb{E}_{y_t,\theta}\left[\log \frac{p(y_t|\theta, D_{t-1}, P_t)}{p(y_t|D_{t-1}, P_t)}\right]
= \int_{y \times \Theta} p(y_t, \theta|P_t, D_{t-1}) \log \frac{p(y_t|\theta, D_{t-1}, P_t)}{p(y_t|D_{t-1}, P_t)} dy_t d\theta
= \int_{y \times \Theta} p(y_t, \theta|P_t, D_{t-1}) \log \frac{p(y_t|\theta, D_{t-1}, P_t)}{\int_{\Theta} p(\theta'|D_{t-1}) p(y_t, \theta'|D_{t-1}, P_t) d\theta'} dy_t d\theta.
\]

The NMC estimator (Rainforth et al., 2018) approximates these nested integrals using a Monte Carlo estimator. Taking \( S \) samples for the outer sum and \( S' \) samples for the inner sum, the NMC
Algorithm 1: Nested Monte Carlo sampling on experimental iteration $t$ for design $P_t$

Input: Data $D_{t-1} = \{(X_{1:t-1}, Y_{1:t-1})\}$ and candidate design $P_t$.

1. Compute variational approximation $q_{t-1}(\theta) \approx p(\theta|D_{t-1})$ (Appendix A.1.3);
2. for $s = 1, \ldots, S$
   3. Sample $\theta^{(s,0)} \sim q_{t-1}(\theta)$;
   4. Sample $y^{(s)}_t \sim p(y|\theta = \theta^{(s,0)}, P_t)$;
   5. for $s' = 1, \ldots, S'$
      6. Sample $\theta^{(s,s')} \sim q_{t-1}(\theta)$;
   end
8. end
9. Plug samples $\left\{\left(\theta^{(s,0)}, y^{(s)}_t, \{\theta^{(s,s')}\}_{s'=1}^{S'}\right)\right\}_{s=1}^S$ into Equation 8 to estimate EIG.

Approximation is

$$\tilde{\text{EIG}}(P_t) := \frac{1}{S} \sum_{s=1}^{S} \log \left\{ \frac{p(y^{(s)}_t|\theta^{(s,0)}, D_{t-1}, P_t)}{\frac{1}{S'} \sum_{s'=1}^{S'} p(y^{(s)}_t|\theta^{(s,s')}, D_{t-1}, P_t)} \right\}, \tag{8}$$

where $\theta^{(s,0)}$ and $\theta^{(s,s')}$ are sampled from a variational approximation to the posterior for $\theta$, and $y^{(s)}_t$ is sampled from the likelihood model:

$\theta^{(s,0)}, \theta^{(s,s')} \sim q_{t-1}(\theta), \quad y^{(s)}_t \sim p(y_t|\theta = \theta^{(s,0)}, P_t)$.

Here, $q_{t-1}(\theta)$ is a variational approximation to the posterior $p(\theta|D_{t-1})$ (see Appendix A.1.3 for details). Algorithm 1 contains a more detailed exposition of the approach. Increasing the number of Monte Carlo samples $S, S'$ trades off computation speed for a more precise estimate of the EIG. Selecting the optimal slice is then performed via $P^*_t = \arg\max_P \tilde{\text{EIG}}(P)$.

4 Experiments

4.1 Experimental setup

We now demonstrate our experimental design approach through applications to synthetic data and three spatial gene expression datasets. Throughout our experiments, we compare five methods for experimental design:

- **EIG**: Maximize EIG over candidate cross sections while accounting for tissue fragmenting.
- **EIG (parallel)**: Maximize EIG over candidate cross sections while constraining the slices to be parallel and along an anatomical axis.
- **EIG (no fragmenting)**: Maximize EIG over candidate cross sections, allowing for slices to cut across multiple tissue fragments.
- **Serial**: Take serial parallel cross sections along an anatomical plane.
- **Random**: Randomly choose from candidate cross sections while accounting for tissue fragmenting.
The first three approaches, \textit{EIG}, \textit{EIG (parallel)}, and \textit{EIG (no fragmenting)} are special cases of our proposed approach with different design spaces. The \textit{Serial} design approach is the one most commonly used in spatial genomics experiments. The \textit{Random} approach would never be used in practice but serves as a baseline comparison.

In the following experiments, we consider cross sections through a tissue, where the tissue is represented by a cloud of points. As described above, each cross section is defined by a plane. We define a slice’s width as $\delta$ and allow any spatial location within distance $\delta$ to the plane to be observed after taking this slice. In practice, the choice of the section width $\delta$ is often dictated by the data collection modality being used, as well as the tools available.

4.2 Simulations

We first conducted a series of simulation studies in order to evaluate the behavior of our approach to structured batch experimental design.

4.2.1 Small-scale demonstration

As an initial demonstration and visualization of our approach, we applied our method for atlas building to a simulated tissue. For ease of visualization, we first study a setting where we are tasked with choosing one-dimensional slices (lines) from a two-dimensional tissue. The simulated tissue had a circular shape with a radius of five (Figure 1a). We placed points randomly within the boundaries of the tissue, which represent the locations of cells or spots. We then generated synthetic responses at each location using a GP with a mean of zero and Matérn 1/2 covariance function with lengthscale $\ell = 1$ and noise variance $\tau^2 = 0.1$.

On each iteration of this experiment, the objective was to choose a one-dimensional cross-section through the synthetic tissue. After taking a slice, the observations from cells lying within distance $\delta$ of the slice’s line, along with the response value at each of these cells, were revealed. The tissue then broke into two $T + 1$ fragments (Figure 1b-d). We then repeated this process for a total of $T$ iterations.

We applied our experimental design approach to this problem to find the EIG-optimal experimental design on each iteration. To do so, we first discretized the space of possible designs. We parameterized each design by its angle $\phi$ with the $x$-axis and its intercept $b_0$ with the $y$-axis, and took 50 slopes whose angles are equally spaced in $[0, \pi)$ and 50 intercepts equally spaced in $[-5, 5]$. (The slope of the line is given by $\tan \phi$.) Using all pairwise combinations of $\phi$ and $b_0$, this resulted in a design space containing 2500 cross sections.

We ran our method forward for $T = 10$ iterations. On each iteration, we computed the EIG for each possible slice and selected the slice with the highest EIG (Figure 1e). We then visualized the resulting slices.

We found that, in general, the optimal slices under our criterion tended to be the cross sections that intersected the most cells (Figure 1f). On the first iteration, a slice near the center of the circular domain was chosen. On subsequent iterations, slices that were somewhat parallel to the first slice were chosen. This demonstration suggests that EIG maximization under the atlas model encourages choosing slices including many cells over slices containing few cells.

4.2.2 Three-dimensional demonstration

We next conducted a similar experiment, but this time we extended it to a three-dimensional spatial domain. We placed points randomly within a cube with edge length 10 and generated synthetic responses at each location from a GP with a radial basis function (RBF) covariance function with
length scale $\ell = 1$ and noise variance $\tau^2 = 0.1$ (Figure 2a). We ran our experimental design procedure for $T = 10$ iterations. To quantitatively evaluate the chosen cross sections, we ran a prediction experiment on each iteration. Specifically, after iteration $t$, we fit a GP with an RBF covariance function using the data collected theretofore, estimating the RBF hyperparameters using maximum likelihood estimation. We then computed the predictive mean for the unobserved spots and computed the goodness-of-fit $R^2$ between the predictions and the true values. Intuitively, we expect a better design procedure to select slices that will yield better predictive ability, therefore allowing more efficient imputation of the “atlas”. We compared our EIG experimental design method to the Random approach and the Serial approach.

We found that our design procedure yielded improved predictive performance compared to the competing approaches (Figure 2d). Specifically, the $R^2$ of the predictions for the EIG design method approached the $R^2$ level of the complete atlas in fewer experimental iterations than competing approaches. The EIG method reached the performance of the full atlas after collecting roughly four slices, while the Serial method required roughly six slices to achieve comparable performance. This result suggests that the EIG approach selects cross sections that allow for efficient construction of cell atlases.

Figure 1: **Demonstration of slicing in two-dimensional simulated tissue.** (a) Simulated spherical tissue with a grid of spots. (b) An example one-dimensional slice through the tissue. (c) The resulting observations at each spot after taking the slice in (b). The colors represent a univariate phenotype. (d) After slicing, the simulated tissue is split into two fragments. (e) Each line represents a candidate one-dimensional slice. Each slice is colored by its EIG (normalized to have a maximum of one). (f) The EIG-maximizing slice. (g) Tissue fragments after $T = 10$ iterations of slicing. Each color represents a distinct fragment.
4.2.3 Border finding

We next studied a simulated setting in which the goal is to identify the location and boundaries of a tissue region of interest. This simulation mimics several applications in spatial genomics, such as identifying the boundaries of a tumor and localizing an anatomical region of interest. We generated a dataset with two-dimensional spatial coordinates, similar to the data generation in Section 4.2.1. On the interior of the synthetic tissue, we designated points within a circle as the region of interest (ROI) (Figure 3a). The points outside of this circle were given a label of region of non-interest. We injected noise to these labels so that 10% of all points were mislabeled. The goal in this experiment was to collect cross sections of points in order to localize the ROI as quickly as possible.

We applied our method to this dataset using the spherical border model (Equation 7). The parameters of interest in this model are the center and radius of the sphere; our approach thus maximizes the EIG in the posterior over these parameters.

For demonstration, we first used a design space where each design was a single point rather than a cross section. We randomly selected 100 points as observations and ran the EIG model for one iteration. We then visualized the EIG for each candidate design (each of which was a point in this case). We observed that the EIG was highest for points at the border of the ROI (Figure 3c). This observation implies that, in order to learn the center and radius of the sphere, it is most informative to sample points near the estimated border.

We then extended this experiment to a design space where each design was a line. We ran the EIG and Serial approaches for $T = 5$ iterations. After each iteration, we visualized the chosen slices, computed predicted labels (ROI or not-ROI) for each point, and computed the predictive performance using the F1 score. We found that the EIG approach obtained its maximum predictive performance in fewer iterations compared to the Serial approach. This result highlights the usefulness of our design approach when the goal is to localize a region of interest.

4.3 Application to Visium data

Next, we applied our experimental design approach to a series of spatial gene expression datasets. We first leveraged spatial transcriptomics data from the 10x Genomics Visium platform (10x Genomics, 2020). This dataset consists of a two-dimensional section from the sagittal-posterior region of a mouse brain. Since a full three-dimensional profile of the brain was not available for this dataset, we considered one-dimensional slices through this two-dimensional tissue as a proof of concept. The goal in this experiment was to characterize the gene expression patterns across the
Figure 3: **Synthetic slicing experiment for localizing a region of interest.** (a) Two-dimensional simulated spatial gene expression data with a region of interest in orange. (b) Point-wise observations. Orange points are labeled as belonging to the ROI, blue points are outside the ROI, and gray points are unobserved. (c) Estimated EIG for each spatial location (where each design is a single point). (d) Estimated EIG for each horizontal slice design. (e) Synthetic ROI data. (f) Slices chosen after $T = 5$ iterations of running our model. (g) F1 score of predictions after each iteration.

We modeled the data with the atlas-building GP regression model (Equation 3), where the parameter of interest is the entire function $f$ governing the spatial organization of gene expression.

We ran the $EIG$, $Serial$, and $Random$ design approaches for $T = 10$ iterations and visualized the resulting slices. We also sought to quantify the downstream utility of these chosen slices. To do so, we evaluated our ability to impute the gene expression levels at unobserved locations after collecting each slice. We used a GP with an RBF covariance function to make predictions.

We found that the EIG-maximizing slices tended to be the ones that covered the most surface area of the tissue and intersected the most spots, and these slices thoroughly covered the domain of the tissue. (Figure 4b). Moreover, we found that our approach achieved a higher imputation performance across experimental iterations compared to the competing approaches (Figure 4c). This result suggests that our design procedure could be useful for selecting tissue cross sections that will ultimately be used to construct an atlas of the entire tissue.

### 4.4 Reconstructing the Allen Brain Atlas

We next applied our experimental design method to three-dimensional spatial gene expression data from the mouse brain in the Allen Brain Atlas ([Lein et al., 2007](#)). This dataset contains the expression levels of approximately 20,000 genes in the adult mouse brain and were collected using *in situ* hybridization (ISH). The data are collected as images where the pixel intensity encodes the level of gene expression at each spatial location. The data were collected sagittal sections of the mouse brain that were 200µm apart from one another.

While these data were collected with serial slices of the tissue, we sought to answer whether
Figure 4: **Application to Visium data.** (a) Spatial locations of tissue. (b) Slices chosen by each approach after $T = 5$ iterations. The outline of the tissue is shown by the solid black line, and the slices chosen by each approach are shown by the dashed lines. The color legend is in panel (c). (c) Predictive $R^2$ of the held-out gene expression for both approaches across iterations.

An atlas of equal precision could be constructed with fewer slices using our design approach. To do this, we applied our slicing algorithm to the data and evaluated our ability to impute the gene expression levels of the full atlas. After each slice, we predict the gene expression levels at all unobserved locations and compute the prediction error. For comparison, we compared against two competing slicing strategies: one that takes serial sagittal slices and another that takes random slices. See Appendix [A.4.1](#) for details.

We found that we could reconstruct the atlas within reasonable accuracy with fewer samples than were taken in the original atlas (Figure 5).

### 4.5 Localizing invasive carcinoma in prostate tissue

As a final application of our experimental design approach, we considered the problem of localizing a tumor within a tissue by taking sequential slices of the tissue. We leveraged another spatial transcriptomics dataset from the 10x Visium platform that profiled a human prostate cancer sample ([10x Genomics, 2020](#)). The dataset contains a cross section of the tissue with spatially-resolved transcriptomic data at each location, as well as pathologist annotations of the cancerous tissue region (Figure 6a). We modeled the data with the spherical border model (Equation 7), where again we are interested in estimating the center and radius of the tumor.

We ran the $EIG$ design approach forward for $T = 5$ iterations. On each iteration, we computed model predictions for whether each spatial location corresponded to tumorous or healthy tissue, and we used these predictions to compute the F1 classification score. We found that the classification performance increased rapidly as more slices were collected. This experiment demonstrates the versatility of our design approach to extend to a setting in which a targeted region of the tissue is being localized.

### 5 Discussion

In this paper, we formalized the problem of choosing slice locations for spatial genomics experiments, and we proposed a set of methods for performing experimental design in this setting. We focused on optimizing two study types in particular: constructing an atlas of an entire tissue, and localizing a particular region of a tissue. We applied our method to a range of synthetic datasets, a spatial...
Figure 5: **Reconstructing the Allen Brain Atlas.** (a) Allen Brain Atlas coordinates colored by the expression of *PCP4*. (b) An example slice through the coordinates. (c) The resulting observations after taking this slice. (d) The slices and observations chosen by the EIG approach. (e) Imputation performance across experimental iterations.

gene expression dataset from the mouse cortex, and an ISH dataset from the Allen Brain Atlas. In each of these cases, we demonstrated the value of optimizing the locations of cross sections. As spatial genomic profiling technologies evolve, we envision our approach being useful for planning data collection to be as efficient as possible.

## 5.1 Limitations

Our work has several limitations that need to be solved before directly applying our method to design spatial genomics experiments. First, the tools used to obtain slices of tissues may not be precise enough to obtain an exact slice location that is prescribed by our approach.

Second, our approach assumes that a model of the tissue’s shape is available. While such a model is available for many tissue types, it may not be available for less well-studied tissue types. However, even a rough model of the tissue shape suffices for most applications of our model.

## 5.2 Future directions

This work motivates several future directions. First, the experimental design problem could be extended to account for the different types of spatially-resolved measurement technologies available to an experimentalist on any given iteration, as well as their associated costs, spatial resolutions, and levels of precision. Second, there is an opportunity to further formalize the problem of designing experiments with highly structured design constraints, as well as propose new algorithms for
Figure 6: **Localizing invasive carcinoma in prostate tissue.** (a) Histology image of the tissue section with pathologist annotations overlaid. Image from 10x Genomics website. (b) Slices chosen by the *EIG* method. Cancerous spots are shown in red. (c) F1 score of tumor/healthy label predictions after each iteration of experimental design. (d) Tumor/healthy predictions following five iterations of design. Stronger yellow color indicates spots with higher predicted probability of containing tumorous tissue.

optimizing the associated objective. In the current study, we took a simple, brute-force approach to searching over the candidate cross sections, but more efficient search and optimization strategies could be explored.
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A Appendix

A.1 Supplementary methods

A.1.1 Alternate form of IG

Consider a setting in which we are choosing a design $x$. Suppose our model for the data $y$ is parameterized by $\theta$, which we wish to perform inference on. The information gain after choosing design $x$ is given by the reduction in differential entropy from prior to posterior:

$$ IG(x) = H[p(\theta)] - H[p(\theta|y, x)], $$

(9)
where $H[p(\omega)] = -\int p(\omega) \log p(\omega) d\omega = -\mathbb{E}[\log p(\omega)]$ is the entropy of a random variable $\omega$. Expanding the posterior in Equation 9 using Bayes rule, we have

$$\text{IG}(d) = H[p(\theta)] - H \left[ \frac{p(y|\theta, x)p(\theta)}{p(y|x)} \right].$$

Note that

$$H[p(\omega_1)p(\omega_2)] = -\mathbb{E}[\log (p(\omega_1)p(\omega_2))] = -\mathbb{E}[\log p(\omega_1)] - \mathbb{E}[\log p(\omega_2)] = H[p(\omega_1)] + H[p(\omega_2)],$$

allowing us to split up the second term:

$$\text{IG}(d) = H[p(\theta)] - H[p(y|\theta, x)] - H[p(\theta)] + H[p(y|x)].$$

This yields the alternative form of IG due to the symmetry of mutual information (MI):

$$\text{IG}(d) = H[p(y|x)] - H[p(y|\theta, x)] = \text{MI}[p(y|x); p(y|\theta, x)]. \quad (10)$$

This is easily extended to the setting where we’re choosing the design $x$ for the $t$th experimental iteration, and we have already observed data $Y_{1:t-1}$. In this case, our “prior” is the posterior for $\theta$ given $Y_{1:t-1}$, and the IG calculation is nearly identical. This yields

$$\text{IG}(d) = H[p(y_t|x, Y_{1:t-1})] - H[p(y_t|\theta, x, Y_{1:t-1})] = \text{MI}[p(y_t|x, Y_{1:t-1}); p(y_t|\theta, x, Y_{1:t-1})]. \quad (11)$$

### A.1.2 EIG for GP regression

Consider the GP regression model:

$$y = f(x) + \epsilon, \quad f \sim \text{GP}(0, k(\cdot, \cdot)), \quad \epsilon \sim \mathcal{N}(0, \tau^2),$$

where $x \in \mathbb{R}^p$. Suppose our design space is $\mathcal{X} \subseteq \mathbb{R}^p$, and on each iteration we choose a single design $x$.

Recall the differential entropy of a $D$-dimensional multivariate normal distribution with mean vector $m$ and covariance matrix $C$:

$$H[N(m, C)] = \frac{1}{2} \log \det(C) + \frac{D}{2} \log(2\pi + 1). \quad (12)$$

We can plug the entropy into the equation for the EIG (Equation 10) to compute the EIG under the GP regression model.

On the first experimental iteration (before observing any data), we can compute the EIG using Equation 10 as follows:

$$\text{IG}(X_1) = H[p(y_1)] - H[p(y_1|f)]$$

$$= H[N(y_1; 0, K_{X_1} + \tau^2 I)] - H[N(y_1; f_1, \tau^2 I)]$$

$$= \frac{1}{2} \log \det(K_{X_1} + \tau^2 I) + \frac{D}{2} (1 + \log(2\pi)) - \frac{1}{2} \log \det(\tau^2 I) - \frac{D}{2} (1 + \log(2\pi))$$

$$= \frac{1}{2} \log \det(K_{X_1} + \tau^2 I) - \frac{1}{2} \log \det(\tau^2 I).$$
Factoring out \(\tau^2I\) in the log of the first term leads us to cancel the second term as follows:

\[
IG(X_1) = \frac{1}{2} \log \det \left( \tau^2I \left( \frac{1}{\tau^2} K_{X_1} + I \right) \right) - \frac{1}{2} \log \det(\tau^2I)
\]

\[
= \frac{1}{2} \log \left\{ \det (\tau^2I) \det \left( \frac{1}{\tau^2} K_{X_1} + I \right) \right\} - \frac{1}{2} \log \det(\tau^2I)
\]

\[
= \frac{1}{2} \log \det \left( \frac{1}{\tau^2} K_{X_1} + I \right) + \frac{1}{2} \log \det(\tau^2I) - \frac{1}{2} \log \det(\tau^2I)
\]

\[
= \frac{1}{2} \log \det \left( \frac{1}{\tau^2} K_{X_1} + I \right).
\]

On experimental iteration \(t > 1\), we can compute the IG using Equation 11:

\[
IG(X_t) = H[p(y_t|y_{1:t-1}, X_t)] - H[p(y_t|f, y_{1:t-1})]
\]

\[
= H[N(y_t; \hat{\Sigma}(X_t) + \tau^2I)] - H[N(y_t; f_t, \tau^2I)],
\]

where \(\hat{\Sigma}(X)\) is the posterior covariance of the GP, given by

\[
\hat{\Sigma}(X_t) = K_{X_t, X_t} - K_{X_t, X_{t-1}} (K_{X_{1:t-1}, X_{1:t-1}} + \tau^2I)^{-1} K_{X_{1:t-1}, X_t}.
\]

Following a similar series of calculations, we obtain

\[
IG(X_t) = \frac{1}{2} \log \det \left( \frac{1}{\tau^2} \hat{\Sigma}(X_t) + I \right).
\]

### A.1.3 Variational inference approach

In the border-finding application, we approximate the posterior \(p(\theta|y)\) using variational inference (Hoffman et al., 2013), where the variational family is specified as the set of multivariate Gaussians with diagonal covariance matrices. Specifically, \(q(\theta) = N_K(\theta; \eta, \text{diag}(\psi))\), where \(K\) is the number of model parameters, \(\eta\) is the variational mean, and \(\psi\) is the vector of variational marginal variances. We then minimize the KL divergence between the approximate posterior distribution and the posterior distribution with respect to the variational parameters, \(\phi = \{\eta, \psi\}\).

This is equivalent to maximizing the evidence lower bound (ELBO). To see this, note that the KL divergence from \(q(\theta)\) to \(p(\theta|y)\) can be split into the log evidence and the ELBO:

\[
D_{KL}(q(\theta)||p(\theta|y)) = -E_q \left[ \log \frac{p(\theta|y)}{q(\theta)} \right]
\]

\[
= -E_q \left[ \log \frac{p(y, \theta)}{q(\theta)p(y)} \right]
\]

\[
= \log p(y) - E_q \left[ \log \frac{p(y, \theta)}{q(\theta)} \right]
\]

\[
\geq 0.
\]

The KL divergence is nonnegative, so we obtain a lower bound on the log evidence:

\[
\log p(y) \geq E_q \left[ \log \frac{p(y, \theta)}{q(\theta)} \right] =: \mathcal{L}(\phi).
\]

(13)
We maximize the ELBO $\mathcal{L}(\phi)$ with respect to $\phi$ using stochastic variational inference (Hoffman et al., 2013).

### A.2 Data availability

**Synthetic data.** Code for generating synthetic datasets can be found in the GitHub repository: [https://github.com/andrewcharlesjones/spatial-experimental-design](https://github.com/andrewcharlesjones/spatial-experimental-design).

**Visium mouse brain data.** Visium data were obtained from the 10x Genomics website. Data for the one slice was downloaded from the “Datasets” page. Specifically, spatial gene expression was downloaded from the page called *Mouse Brain Serial Section 1 (Sagittal-Posterior)*.

**Allen Brain Atlas data** The *in situ* hybridization data from the Allen Brain Atlas was downloaded using the brainrender Python API (Claudi et al., 2021). The GitHub repository for the API is available at [https://github.com/brainglobe/brainrender](https://github.com/brainglobe/brainrender). We used data from the study with experiment ID 79912613.

**Visium prostate cancer data.** Visium data were obtained from the 10x Genomics website from the Datasets page titled *Human Prostate Cancer, Adenocarcinoma with Invasive Carcinoma (FFPE)*.

### A.3 Code availability

Code for all data preprocessing, synthetic data generation, and experiments can be found in the GitHub repository.

### A.4 Experimental details

#### A.4.1 Allen Brain Atlas experiment

**Data preprocessing.** To filter out voxels outside of the tissue, we removed spatial locations with intensity less than two. The spatial coordinates were centered to have a mean of zero, and the intensities for each gene were standardized by subtracting the mean and dividing by the standard deviation.

#### A.4.2 Visium prostate cancer experiment

The provided graph-based cluster labels were used to label the spots containing carcinoma cells (spots belonging to Cluster 1 were labeled as carcinoma).

### A.5 Supplementary figures
Supplementary Figure 1: **Experimental design with one-dimensional design space.** (a) Designs after $T = 100$ iterations for the *Random* approach. (b) Designs after $T = 100$ iterations for the *EIG* approach. (c) Imputation performance after each new observation.